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Practical high-order adaptive optics systems for extrasolar planet
searches

Bruce A. Macintosh*, Scot Olivier, Brian Bauman, James Brase, Emily Carr, Carmen J. Carrano,

Donald Gavel, Claire E. Max, Jennifer Patience
Lawrence Livemmre National Laboratory

ABSTRACT

Direct detection of photons emitted or reflected by an extrasolar planet is an extremely difficult but extremely exciting
application of adaptive optics. Typical contrasl levels for an extrasolar planet would be 109 - Jupiter is a billion times
fainter than the sun. Current adaptive optics systeats call ooly achieve contrast levels of 106, but so-called "extreme"
adaptive optics systems with 104 -105 degrees of li"eedom could potentially detect extrasolar planets. We explore the
scaling laws defining the performance of these systems, first set out by Angel (1994), and derive a different definition 
an optimal system. Our sensitivity predictioos are somewhat more pessimistic than the original paper, due largely to
slow decorrelation fimescales for some noise sources, though choosing to site an ExAO system at a location with
exeeptioual ro (e.g. Mauna Kea) can offset this. We also explore the effects of segment aberrations in a Keck-like
telescope on ExAO; ahhougb the efthcts are significaat, they can be mitigated through Lyot coronagraphy.

Keywords: adaptive optics, astronomy, extrasolar planels

1. "EXTREME" ADAPTIVE OPTICS

Direct detectioa of photoos fl’om extrasolar plaoets is one of tbe xnost exciting applications of large telescopes.
By contrast to highly-saccessfal iadirect detection technique~, which measures orbital parameters and indirectly
eonstrabts mass, a direct detecdoo of Jupiter-sized planets coald lead to photometric or spectroscopic measurements of
an objeet’s radius, temperature, and compositioll, and is a crucial step on the road towards detection of Earthlike planets,
particularly since it is most setlsitive to solar sysIeats that resemble our own.

Direct detection is of coarse exlremely challenging. Current adaptive optics (AO) systems can achieve contrast
levels of ~10~ at moderate (~1") separations~, sufficient to detect young (<20 MYr) extrasolar planets ia wide orbits
throngh near-infrared thermal emission. A mature plaoet such as Jupiter, thongh, is approximately 109 fainter than its
parent star - far beyond the reach of carmnt AO or space lelescopes. Angel (1994)~ , in an important paper setting out
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the fundamental scaliug laws and liutitations, recognized that a ultra-high-contrast AO system with 10’~ degrees of
freedom could begin to achieve these contrast levels. A follow-on paper4 presented simulations of these systems.

With high-speed cmnputers, better wavefront sensors, and the development of micro-electro-mechanical
(MEMS) deformable mirrors, the tecbuologies needed to construct such systems am now beginning to become available.
The NSF Center for Adaptive Optics (CfAO) has begun a stody of possible ultra-high-contrast AO systems, an area
dubbed "extreme" adaptive optics 5, or ExAO. These can be defined as AO systems whose primary concern is not
improving the central peak - their St~vhl ratio will ah’cady be very close to one - but surpressing the halo of scatted light
that surrounds any AO-correctcd star; the figure of merit is no longer Strehl ratio but (l-Strehl) -t _ the intensity of the
residual halo - or the normalized gaiu G defined by Angel (see section 2.) ExAO systems have a characteristic PSF with
a sbarp peak and a relatively flat bale out to a "coutrol radins" given by Md, where d is the actnator spacing or
subaperture size. Figure I shows a family of performance ctu’ves for such systems in an ideal case where only finite
actuator spacing limits performance.

Target planets will almost always be fainter thau even the most extreme of ExAO halos, so the ability to detect
the small deviation in the halo caused by a planet depends on the smoothness of the halo. In instantaneous images the
halo is completely uon-smooth, consisting of a pattern of diffraction-limited speckles, but over long exposures these
speckles move arouud aud average out.

The current goal of tbc CfAO E×AO prqiect is a couceptual design for such a system for deployment oll a 5-10
m telescope. Crucial questions iuchtde:

l. Noise scaling: ~vhat is tbe optimal subaperture size d and update rate At?
2. Speckle decorrelation: bow fast do the residoal speckles that compose the halo decorrelate and smooth out?
3. Scintillation control: to what level do intensity fluctuations in the pupil need to be cmttmlled, and what is the
best technology to llo this with?
4. Practical mauufacture: what technologies can be used to build these systems?
5. Telescope choice: wbat effects to issues such as telescope segmentation and site quality (re) have?

This paper will present prclimiuary studies that address issues 1,2, 4 and 5. Scintillation was studied in the original
papers by the Arizona groop3’’~ and will not be addressed here. Overall, we derive smnewhat different system
optimizations than Angel, and pcrformauce predictions that are smnewhat more pessimistic, dne largely to the slow
decorrelation timescale of sotne residual image speckles. In spite of these pessmistie assmnptions, it still seems possible
that ExAO systems could reach planet-detccfion contrast levels, particularly on a 8-10m telescope at a site with good

2. SYSTEM OPTIMIZATION AND NOISE SCALING

2.1 System optimization iu Angel 199,1
In his original paper, Augel3 defines a normalized system gain, G, which is the ratio of the peak intensity to the

halo intensity; since these systems generally operate at strehl ratio of 1, the gain G is given by
1 D~

G .... (1)
cr z d2

where D is the telescope diameter and 02 is tbe total wavefront variance. In the ideal case, o~ can be broken down into
three irreducible terms, which we ~vill designate c~2,¢~, c~2¢~t, o~w, corresponding to noise (primarily due to photon
statistics) in the measurement of the wavefi’ont, errors due to imperfect sensing and correcting of the wavefront caused
by finite subapertme size, aud a baudwidtb error term due to the finite timestep over which the atmospheric wavefront is
sensed. It is important to note that tbis treats only the errors in the sensing process, in an idealized case in which a perfect
wavefront correcter responds instantaneously, and only the finite signal to noise, spacing, and temporal resolution of the
sensor contributes. This allows Angel to develop the "best-case" scenario, since while correctors and computers may
achieve very high performauce levels in the fittore, Ihe sensing error sources can never be reduced. Angel derives
expressions for eaeb of these terms as follows

1 +(gd) s/s (wAt)s~3 (2)= F~q ~td~ ~ + -~o

where F~ is the flux from the target star, q is a generalized quantum efficiency and illumination term for the WFS, g is a
geometric term for lbe sensiug/correcting geometry, and w is a generalized turbulence-weighted wind velocity multiplied



by a scaling factor. Typical values would be F, 109 plaotoos/m2/second, q-0.2 for the interferometric wavefront sensor
described by Angel, g=0.4 for square subapcrtures, and w=32 m/s for wind velocity v=10 m/s.

Angel then derives an "optimal" system design (d and A0 for a given star brightness, by minimizing the total
~. For a target star with R-band magnitude m~ varying fi’om 3.8 to 0.0, the optimal d varies from 4.3 to 2.2 era. With
this optimum (which in Angel’s formalism is independent of telescope dinmete~ he calculates signal to noise ratios for
various telescope nnd star combinations. Aagel assames tbat the halo is completely speckled but that these speckles
randomize themseh,es between each AO timestep At, and hence the signal-to-noise is given by

= (3)

where T~,~t i~ the total integration time and b), is the flex from the target planet. (As will be seen in section 3, this
assumption &rapid speckle decor~elatiou may not be true.)

2.2, System optimization in this paper
Equation 3 shows tbat (assuming perfect speckle dccorrelation) the key parameter in planet detection is not ~

but G - not the total wavefront error, but tile halo intensity. Hence an optimal system could be considered to be one that
maximizes G. Maximizing G is equivalent to minimizing o~de. For a fixed or, decreasing d reduces the average halo
intensity by decreasing the minimum spatial frequency tbat can be controlled in the final image - in effect, spt~ading a
fiuite amount of light over a larger control radius. We therefore wish to minimize equation 4, below; which
monotonically decreases with decreasing d. Ill effect, the "optimum" system in this ideal case occurs at d=0. This occurs
because the only wavetYont error term that iucreases xvith smaller d is the measurement photon noise term, which scales
as d-2. As d decreases the measurement noise increases but the resulting halo intensity is spread over a 1on’get alva.

2 2 2

(4)

1 (d"’~)(At)s’~
d~wTol~q t

The non-physical optimuna at ctO applies only in tile case of a wavefi’ont sensor with only photon noise. Finite
readout noise in the wavefi’ont seasor adds a d~ dependeace to ~ and shifts the optimization to small but finite d, ~1
cm for m~-0. When the efiTcts of pcrsisteut speckles arc included (Section 3) it becomes appropriate to optimize on the
final signal to noise ratio rather even than G, ~vhich leads to optimum d<lcm even for m~=4.0. In a practical system, d
will be limited by ~vavefiont correcter technology and the "besf’ ExAO system will usually be the one with the highest
possible actuator coont.

3. SPECKLE DECORRELATIONTIMESCALES

3.1 Speckle decorrelation simulations
Tile residual halo, if seen in an instantaneous monochromatic image, is completely composed of individual

speckles (see Figure 2a for a representative exalnple). These speckles are significantly brighter than any alature
extrasolar planet is likely to be. To detect a planet, we most integrate long enough that multiple realizations of the
speckles average out and result iu a snmotb image. Speckles in uncorrected (but tilt-removed) astronomical images 
outside tile AO control radius persist over a timescale t~o~¢ 50-200 ms --~ 0.3 D/v.~. This time call be thought of as the
clearing time for a substantial fraction of a phase screen to lnove over the telescope pupil. Other analyses of speckle
decorrelation, such as tbe nmltilayer aualysis by Roddier7, suggest that this timescale is closer to r~/v. We believe the
discrepancy between out results and Roddier is due to the tlp/tilt component, which Roddier’s calculations do not
explicitly remove, but we are planning lnultilayer simulations to explore this issue. The timescale on which the Taylor
"frozen-flow" hypothesis breaks down may also set an tipper limit on decorrelatlon time for large telescopes.



Angel assumes that the speckle halo is complelely random frmn timestep to timestep, and hence the speckles
persist only for a time At<Ires, an enormous difference. While it seems sensible that speckles introduced by
meaanrement error will be completely randona over time At, the speckles introduced by fitting error and bandwidth error
would iu the abseuce of measurement error clearly be persistent over longer time; the key question is whether the
injection of the measurement noise canses tile other speckles to be decoffelated.

We addressed fitis question with simple simtdafions. A single stationary Kolomogorov phase screen was
generated and used tbr the duration of the simulation in effect freezing the atmospheric turbulence, so that the only
timeseale present was that introduced by the AO system, q’he fitting process was simulated by convolving the measured
phase screen with a spatial filter representing the actuator response of the deformable mirror - for these simulations we
used a simple gaussian of FWH~vl=d, though a more complex sine response similar to existing Xineties mirrors produced
similar restdts. Wavcfiont sensor noise was silnulated by iltjecting white noise into the measured wavefront before tile
convolution, sealed to achieve a given level of additioltal noise in the final fitted wavefi’ont. The simulations were
carried out on a 1024x1024 pixel grid with D 5 m, ~0.05 cm, and a final image scale of 0.25 MD per pixel to ensure
good sampling in both pupil and image planes. Diffiaction effects at~ removed by apodizing the pupil edges. Figure 2a
shows a simtdated itnagc with no injected wavefioat noise and only fitting error, o-~ =17 nm for the parameters used. We
then ran multiple iterations with the same phase screet~ and different realizations of the white wavefi’ont noise, o’,~
--20am. Figure 2b shows tile first snch iteration, with a different and brighter pattern of speckIes. Images from these
multiple realizations were added together to sin~nlate long exposures; figure 2e shows 10 iterations, and figure 2d shows
100 iterations - and a final image that has come to precisely resemble the speckle pattern due to fitting error, offset by
the average halo brightness due to o,,,~,~. The speckles present never average out in this simulation (whet~ the atmospheric
phase screen is statiomtry)~ the preseuce of wavefimtt messurement noise does not de¢orrelate the speckles fiom other
ooise sources. Note that Ihesc arc monochromatic images; in broad-band light the speckles would be radially elongated
bat the basic sealings weald not change. I:igure 3 plots the residual image standard deviation inside the control radius as
a function of the number of WFS noise iterafions; tile variance initially scales as the square root of the number of
iterations (shown by the dotted line) but ultimately reaches a plateau, shown by the dashed line, at a level equal to the
image-plane noise in an image with only fitting error. In sunlmary, speckles due to wavefront measurement error do
deeormlate rapidly bet speckles due to fitting and bandwidth error will pet~ist, decorrelating only on the atmospheric

Figaro 2a: Sitnulated PSF Pigure 2b: Simtdated PSF Figure 2c: Simulated PSF Figure 2d: Simulated PSF
with fitting error only. with fitting error + I ;vi01 t]tting error + 10 with fitting error + 100
Image is 1.5" on a side. iter,ation WFS error iterations of WFS error iterations WFS error

On the face of it this appears to contradict Stahl & Sandier4, whose simulations - much more detailed than ours
- showed image-plaoe noise continuiag to decrease over many timesteps At, It is possible that the case they simulate
involves a sufficiently dim star aod sufficiently realistic trcatmeot of wavefront sensor noise that ~,y, simply dominates
over other terms; the residual l~tting speckles may be decorrelating slowly but they are completely invisible. The
somewhat coarse sanapling of their simalatioos may help to decrease tile effect of ~r.m. It is worth noting that in Stahl aod
Sandler’s initial simulatious, when they inclndcd additional timelag ill their control system, the speckles due to
dominated and persisted over nlany At; only when a sinatdate~.l predictive controller was used to reduce the effects of o,a,
did the noise begin to decorrelate. This shoxvs that even in Stahl and Sal:dler’s detailed simulatimls speckles due to
bandwidth effects are persistent over long tin~cscales. Alternatively, if the hypothesis of Roddier7 is corl~ct, the primary



difference could be in the use of multiple atmospheric layers in Stohl&Sandler’s simulations causing rapid decorrelation
of residual speckles. We plan to explore this io our ocxt set of simulations.
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Figure 3: Residual image-plane intensity fluctuations as a fimction of number of iterations of WFS white
noise, for the case described above.

Since the ultimate metric of planet detectability is the image-plane noise in the halo, this leads to a different
optimization than that discussed ia sactioo 2.2. The image place noise in a long-exposure image will be given by

noise o~ averaged speckle intesnsity
1/2 11/3 1/2 513 1/2

(f 1 ~{At~ (wAt) daftw~ 

Since tsp,dAb 100 - 1000, this has the effect of severely peoalizing fitting and bandwidth errors, the second aod third
terms above, relative to sensing error, and hence driving the optimal system, even in the presence of readout noise, to
even small values old. The optimal d lbr D=10m is as small as 0.4 cm, an AO system with n=4,000,000 subape~ures.
Overall signal-to-noise ratios are stibstautially worse than those predicted by Angel. Practical systems will most likely
have d limited by available techoology for the foreseeable foture. One hopeNl result, though, is that the dependence of
the final SNR on At is quite weak, especially lbr d larger than the optimum, which reduces the need for extremely fast
computation. Another important restllt is that since the lalter two terms dominate the noise for most d values, the
depeodence on rots quite steep; ExAO perlbrmancc will be extremely site-dependent. Constructing an ExAO system at a
site with better re, such as Maona Kca, will sharply improve performance, and somewhat compensate for the effects of a
more realistic decorrolatioo timescale. The dependence of performance on d is relatively weak once a threshold is
reached, with a broad plateau where decrcasiog d has little effect on performance.

We are usiog a scaling model based on the above work to predict E~O performance. Table 1 shows some of
the results. One interesting coosequence thai cao be seen is that for a fixed number of actuators n, there exists an optimal
telescope size for ExAO, because of lhe strong dependeoce on subaperture size d for a n=30,000 system the optimal
D=6.5-Sm, though such a system is margiual for planet detection under any circumstaoces; for n=200,000 the optimal
D=15-20m.

The following table lists some calcolated signal-to-noise ratios for a planeta~ companion with a contrast ratio
of 109 and a sep~ation of 0.5" based on the seating lmvs from this paper and from Angel~, Other parameters are k=0.9
~in, bandwidth ilk=0.15 run, re 0.5 m at the observation wavelength (eqnivalent to above-average Mauna Kea seeing),
integration time of 4 hours, wavcfroot seosor readoot ooise of 2 electrons per pixel, sensor QE of 0.5, and turbulence-
weighted wind of 60 km/h. Segmeotatioa effects (see oext section) have been neglected. The first eight cases illnstrate



telescope size effecls in terms of final SNR for n 31,,100 and n=196,000 AO systems; the lost show the effects of
varying d on the limiting star magnitude for which the target plauet can be detected at the 5-sigma level, showing how a
brood ploteou from d-3 cm to d-0.2 ctn, and suggesting that a practical ExAO system could be built oround n=100,000.

D (m)
i0

D On)
0.050 31,400

At (ms)

0.08
8 0.040 31,400 0.11

6.5 0.033 3L400 0.15
0.025 31,400 0.22

2 4.4
2 4.3

3.45
10 0.020 196,000 0.27 2 18
8 0.016 196,000 0.35 2 12

6.5 0.013 196~000 0.45 2 8.6
5 0.010 196,000 0.62 2 5.2

10 0.048 34,000 0.05 0.9 5
10 0.040 49,000 0,18 2.9 5
10 0.030 87,000 0.35 3.4 5
10 0.020 196,000 0.63 3.7 5
10 0.010 785,000 1.5 3.8 5
10 0.005 3,000,000 3,5 3.9 5
10 0.002 20,000,000 7.8 3.8 5

Table 1 : ExAO system performauce

4, TECIINOLOGY FOR EXTREME AO SYSTEMS

The rapid advance of adaptive optics technology is one of the main reasons for re-examining the design of
planet-detecting AO systems, There are three maio techoo[ogical requirements: a wavefront correction device, a
wavefront sensing device, and a reconstruction computer.

The correctioo requireumuts are the t’arthcst advanced from the stote of the art - current deformoble mirrors
(DMs) have up to M000 COlin’oiled actuators, where a ExAO system will require 104 to 106. Silicon micro-electro-
mechanical systems (MEMS) are the most prondsing technology for this. Assembled with lithographic techuiques,
MEMS deformoble mirrorsz should in principle scole rapidly to very lorge octuotor counts. Although eorly MEMS
devices hove had poor sorface quality, Ihis is rapidly improving. Prototype MEMS mirror layers assembled with single-
crystal silicon (SOl) ~vafers have shown surface quality better than 10 mn peak-to-peak9 to. MEMS will most likely lack
the large stroke needed to fully correct lbr attnospheric turbulence, but since the bulk of the power in such turbulence is
at low frequencies, a hybrid dcsign with a conveutioual deformable mirror for low-order/high-power correction and a
MEMS for fine conection is practical.

Wavefront sensing with d 1-5 cm is also challenging. Conventional Shack-Hartmann sensors lose sensitivity as
d becomes small, as the spot size on each sobsperture becomes diffractiou-limited aud grows with decreasing d. The
direct Maeh-Zender intcrferometcr proposed by Angel3 has many advantages, providing a precise, direct phase
measurement taking adwmtage of the coherence of the incoming starlight. The pyramid wavefi’ont sensoru is auother
possibility, as it takes advantage of the fidl-apertora diffraction limited spot for sensing, though it would likely be more
sensitive to calibration issues for non-coommn-path optics than the M-Z. The AO system will require careful optical
design to minimize non-common-path errors, hot this level of precisiou has been demonstrated in applications such as
prototype EUV lithography systems.

Cmnputational requirements tbr a n/atrix-nmltiplication reconstruction scale as n~. More sophisticated
reconstruction algorithms such as Fourier-domain reconstruction (computation dominated by the Fourier transform and
scaling as nlogn) or sparse-matrix moltiplicatim~ woold likely be more efficient for large n. The direct phase
measurement of the M-Z inter ferometer has the considerable advantage &scaling only linearly with n.



5. TELESCOPE SELECTION AND SEGMENTED TELESCOPE EFFECTS

The largest optical/IR telescopes currently operational, the 10-m W.M. Keck telescopes, have primary mirrors
composed of 36 coutiguous hexagonal segnmnts of diameter ds~g=l.Sm. While most other 8-m class telescopes have
continuous mirrors, it is likely that fnture 20-100 m telescopes will have Keck-like segmented mirrors. For this reason,
and since telescope size has a significant effect on ExAO sensitivity, it is wortb studying the effects of mirror segments
on ExAO sensitivity. Segmeoted telescopes have aberrations due to distortions within each individual segment (50-80
nm RMS wavefroot error for current Keck ufirror segments, based on high-resolution Shack-Hartmann measurements)
and due to tip/tilUpistoo static errors and vibrations of entire segments (approximately 70 nm RMS for the Keck
telescope)l~:,. Figure 4 shows a simulated phase map of the Keck telescope, created from S-H measurements of six
segments that have been replicated in randotn orientations to populate the entire mirror. The total RaMS phase en~r is
approximately 80 nits, while the peak-to-peak error is 800 t~m.

Figure 4: Keck prinlary milror phase map
(simulated froal 6 segments with high-
resohaion measurements.) [3lack to white

Figure 5: Keck prilnary mirror phase map
after correction by a~5cm ExAO system.
~laek to white represents ±0. l micron

Tl;e surface and tip/tilt/piston errors of an iudividual segment do not present a significant problem for ExAO;
low spatial frequency errors are easily corrected. Much more problematic are the phase discontinuities across segment
boundaries. Tip/tilt/piston errors will introduce sharp discontinuifies, but even with perfectly aligned segments, the
presence of low-order aberrations across the segntent will make it impossible to precisely align each edge of each
segment. Almost all ExAO deformable mirrors will be incapable of fitting such a discontiuuity, introduclog a region of
approximate width d over which phase errors are vet3, large. Figure 5 shows the simulated phase map from figure 4 after
ExAO correction by a Divl with d-5 cm. The RMS phase error has been reduced by a factor of twenty, to 4 re’u, but the
peak to peak error is only reduced to 240 urn. This produces a grid of bad phase regions tracing the edges of the
segments. This grid in turn results in au image with highly regular structure of bright speckle-like features (Figure 6).
The features are strongest within a radius given by M d~g-O.l arcseconds, but bright outside this radius, nltimately
forming six wide diffraction spikes oriented perpendicular to the segment boundaries. These speckle-like structures have
intensity 10"s to l0 "7 of the peak intensity in molmchromatic light, brighter than target extrasolar planets. Although PSF
subtraction teehrdques and observing modes that take advaatage of the difference between pupil and sky orientation in
an alt/az telescope will help to surpress these effects, it seems unlikely that more than a factor of 10 surpression is
possible; ideally, these persistent artifacts should be redaced to below the 10-9 level.

This could be achieved in several ways. One approach is a classical Lyot coronagraph, in which a combinatioo
of a focal-plane stop and a pupil-plane mask tracing the segntent edges blocks diffracted light. (A pupil-only mask would
not work, as difftaction off the edges of the pupil would be as bright as the original PSF artifacts.) The inverse
relatimtship bet;veen focal-plane stop size and pupil stop size in such a coronagraph~3 would require a focal stop of



radius 0,25 - 1 arcsecond if less than 50% of the popil is to be blocked; a detailed coronagraph design is outside the
scope of this pa~er. Careful ttaosroission apodization of the pupil mask would improve throughput, Exotic phase-based
coronagraphs~4 t5 in combination v.,ith a narrower Lyot mask could achieve similar results with little or no focal-plane
obstruction,

10o
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Figure 6a: Simulated Keck AO PSF wilh
real Keck phases (Figure 4) corrected 
d=-Sc~n AO system (Figure 5), 
atmospheric turbulence. Circle is 1" in
diameter and white corresponds to an
intensity of 10"~ o f Ihc peak.

Figure 6b: Intensity profile of a horizontal slice through the center of the
image in 6(a), normalized to the peak inesni~y.

Alternatively, segmeoted MEMS could bc used to match the segmented telescope - a hexagonal MEMS device
to remove segment tip/tilt/piston, or cveo a mutilayered MEMS in which a continuous-facesbeet MEMS is layered on
top of a hexagonal segment that is independently controllable. Macroscopic DMs have been proposed in similar
configurafions.

Although this might argue that a continous-mirror 8-m telescope is a better choice for ExAO than the
segmented Keek telescope, carefid consideration is aeeded. ExAO sensitivity has a very steep re dependence since fitting
error terms generally dominate, hence an F, xAO system sboold be placed at the best possible site - currently, Mauna
Kea, An ExAO system located at a large Naysmitb platform should be more stable and easier to calibrate than one
subject to gravitational flexore in a Cassegrain location; the Gemini 8-m telescope lacks a Naysmith instrument port.
Finally, future large telescopes on the Earth or in space are likely to have segmented mirrors with similar (thougb
hopefully smaller) errrors, and development of an ExAO system m~ existing segmented telescopes could serve to
prototype the coronagraphic techniqnes that will be needed. The telescope selectioo question therefore remains open
pending more detailed design studies, The CfAO ,,’,,ill be carrying out ExAO conceptual designs for several telescope and
AO system combinations over the next year.

6. CONCLUSIONS

Direct detection of photons reflected by all extrasolar planet would be a tremendously exciting new development,
opening up a rtew window on other solar systems includil’~g the possibility of seeing systems that resemble our own. In
the years since this was first proposed, AO technology has advanced rapidly, and it is now possible to begin to design
such systems for practical implementation. Actual pertbrmance is likely to be somewhat more pessimistic than that set
out in the original Aogel paper, primarily due to speckle decorrelation timescales, though earefill site selection can
mitigate this. The exact value of tbe speckle dccorrclation time is still somewhat unclear and needs to be explored with
multi-layer simulations.

Segment-edge phase discoutimdties can significantly reduce ExAO performance, but this could be overcome
through eoronagraphic techniques. In spite of all these effects, ExAO systems with 10~ actuators still seem capable of
planet detection on 8-10m telescopes for target stars brightcr than m-4. The NSF Center for Adaptive Optics is working



to produce an ExAO conceptaal design over the next year, and one could imagine constructing such a system over the
next 3-5 years.
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